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ABSTRACT
We discuss the basic process of photoinduced isomerization as a
building block for the design of complex, multifunctional molecular
devices. The excited-state dynamics associated with isomerization
is detailed through application of the ab initio multiple spawning
(AIMS) method, which solves the electronic and nuclear Schröd-
inger equations simultaneously. This first-principles molecular
dynamics approach avoids the uncertainties and extraordinary
effort associated with fitting of potential energy surfaces and allows
for bond rearrangement processes with no special input. Further-
more, the AIMS method allows for the breakdown of the Born-
Oppenheimer approximation and thus can correctly model chem-
istry occurring on multiple electronic states. We show that charge-
transfer states play an important role in photoinduced isomerization
and argue that this provides an essential “design rule” for multi-
functional devices based on isomerizing chromophores.

Introduction
The design of functional molecular architectures has
emerged as one of the major goals of chemistry in the
past decade, as evidenced by three recent special issues
of this journal.1-3 With the advent of modern lasers, it is
now possible to simultaneously control spatial and tem-
poral characteristics of light at a level that approaches
natural molecular length (nanometer) and time (femto-
second) scales. Carefully designed optically responsive
molecules can be envisioned as a means to transfer this
detailed control to molecular transport and function. We
are not talking primarily about “active” control schemes
in this context, where the detailed time-frequency profile
of a laser pulse is optimized to drive a particular chemical
reaction.4,5 Rather, we are thinking of molecules that
behave as devices, containing one or more optically
addressable components surrounded by a scaffolding. The
scaffolding must protect the chromophores, but it also

should direct their photodynamics and amplify the effects
of any photochemical transformation.

The simplest examples would be optically responsive
polymers that might transform optical signals into me-
chanical work. Such examples have been reported re-
cently, building on the photoinduced cis-trans isomer-
ization of azobenzene. Incorporating azobenzene into
polymers, Hugel et al. were able to demonstrate the use
of light to power mechanical work in the form of motion
of an atomic force microscope (AFM) tip.6 In a similar
study, Yu et al. showed how azobenzene-containing
polymer films can be curled and uncurled by exposure to
light.7 Interestingly, they also showed that the laser
polarization can be used as an additional variable to
control the direction along which the film curls. It is not
difficult to see how the kind of behavior shown in these
examples could be exploited on a larger scale. However,
they fall short of being molecular devices. The behavior
of the chromophoric unit is not substantially modified by
the surrounding environment, and there is no obvious
mechanism to endow the systems with multifunctional
character, where molecular function can be controlled by
pulse sequencing.

Much closer to the devices that we envision in terms
of nascent complexity are photoactive proteins. A selection
of three such proteins that have been of interest in our
group is shown in Figure 1. Bacteriorhodopsin (bR) is a
light-driven ion pump, unidirectionally pumping protons
across a membrane after the retinal-protonated Schiff base
(henceforth referred to as retinal) chromophore photoi-
somerizes. The protein environment provides the “water
wires” that connect the intra- and extracellular regions
to the chromophoric element. Thus, the protein environ-
ment may be considered as an amplifier, converting the
angstrom-scale motion of retinal induced by light absorp-
tion into directed motion over more than 30 Å across the
membrane. The photoactive yellow protein (PYP) is the
active element in negative phototaxis of Ectothiorho-
dospira halophila bacteria, responsible for initiating the
signaling cascade that leads the bacteria to avoid blue
light. Again, isomerization of a chromophore (p-coumaric
acid) is the initial step, but in this case, isomerization
induces a conformational change of the protein that
initiates a cascade of events culminating in the modifica-
tion of flagellar motion. Thus, the entire organism plays
a critical role in an amplification process that extends from
several angstroms (isomerization of the PYP chromophore)
to microns (swimming of the bacteria). The green fluo-
rescent protein (GFP) is interesting in that it uses a
chromophore that is chemically very similar to that in PYP,
but the function of the protein hinges on preventing
isomerization. Instead, GFP acts as a wavelength con-
verter, absorbing blue light and emitting green light. All
three of these proteins have mesoscale functions that are
triggered by light aborption that is directly responsible for
subsequent chemical changes on small-length scales. The
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protein directs the resulting behavior of the chromophore
and amplifies it in a particular way to achieve the desired
function. These functionalities are strikingly different,
ranging from chemically and directionally specific trans-
port to signaling and wavelength conversion. There has
been no evolutionary driving force to persuade biological
systems to exploit fine-scale spatio-temporal character-
istics of light, because they are always presented with
essentially continuous, broadband radiation. However,
there is also nothing to prevent the adoption of these
systems in such a context.

One might think that the diversity of functionality
present in photobiological systems is simply a conse-
quence of the distinct chromophoric units. This scenario
is easily dismissed by a comparison of the behavior of
various chromophores in solution and protein environ-
ments. For example, illumination of the all-trans retinal
chromophore in solution leads to a mixture of isomerized
products, with the dominant one being isomerization
about the C11dC12 bond.8 The quantum yield for photoi-
somerization is 20%, and the time scale for photoisomer-
ization is greater than 10 ps.9 In the bR protein environ-

ment, the only photoisomerization product is cis about
the C13dC14 bond, the isomerization quantum yield ex-
ceeds 60%, and the time scale for photoisomerization is
subpicosecond.10 Thus, the protein environment acts to
sharpen the product distribution (about one of the minor
products!) and to simultaneously increase both the reac-
tion rate and efficiency. This combination of effects alone
is quite interesting. It is easy to conceive of steric effects
that block one or more of the possible reaction pathways,
thus sharpening the product distribution. However, in
general, this would be expected to lead to a decreased
quantum yield because more of the photon energy would
be lost to heat by molecules that happened to attempt to
produce one of the disfavored products. Furthermore, it
would not be expected to significantly affect the reaction
time scale. A similar example is found in GFP, where
chromophore analogues exhibit little fluorescence in
solution above cryogenic temperatures11 but have a
fluorescence quantum yield exceeding 60% in the protein
environment.12 Clearly, the protein environment plays a
major role in altering the excited state reactivity of the
chromophore and should not be viewed as merely a
“molecular-scale beaker”. Thus, the first goal in designing
light-driven devices should be a detailed understanding
of the nascent behavior of the isolated chromophore and
the “design rules” by which the protein environment alters
chromophore dynamics.

Ab Initio Multiple Spawning (AIMS)
The AIMS method has been developed to carry out first-
principles simulations of chemical reaction dynamics
including quantum effects. The primary emphasis thus far
has been on reactions involving electronically excited
states, where the breakdown of the Born-Oppenheimer
approximation, i.e., “surface crossing,” must be properly
treated. We provide only a brief summary highlighting the
important features of the method, as detailed reviews exist
in the literature.13,14 The AIMS method is designed to
simulate quantum dynamics without prior knowledge of
the potential energy surfaces (PESs) or their nonadiabatic
couplings (which promote transitions between electronic
states). An immediate problem is the global nature of the
nuclear Schrödinger equation (the entire PES is required
at each time step) compared to the local nature of
quantum chemistry that comes from the underlying
Born-Oppenheimer approximation (energies and gradi-
ents are only evaluated at one nuclear configuration at a
time). We circumvent this problem by representing the
nuclear wave function in a semilocal basis set of complex
frozen Gaussians.15 While these basis functions are not
completely localized (they have a position-momentum
uncertainty as required by Heisenberg’s uncertainty prin-
ciple), they are sufficiently localized that approximation
schemes can be introduced to evaluate the required
integrals over the PESs and their couplings. The basis
functions are associated with complex coefficients whose
time evolution is determined by the nuclear Schrödinger
equation. The centers of the basis functions themselves

FIGURE 1. Three photoactive proteins that can be considered as
rudimentary molecular devices. bR is membrane-bound, while PYP
and GFP are aqueous.
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move along classical trajectories, and an adaptive basis
set expansion technique (“spawning”) is used to account
for quantum effects such as tunneling and electronic curve
crossing. The method is shown in schematic form in
Figure 2. This figure also provides a picture of a conical
intersection, a true degeneracy of two adiabatic electronic
states. These conical intersections are now known to play
a major role in nonradiative decay from excited electronic
states16-18 and bear a certain resemblance to transition
states in ground-state chemical reactions. As time pro-
gresses in Figure 2, the initial basis function (starting on
the upper electronic state) approaches a conical intersec-
tion. New basis functions are introduced (“spawned”) on
the lower electronic state as needed. The nuclear Schrö-
dinger equation is solved in this time-evolving, nonor-
thogonal basis set and thus dictates the fraction of the
population associated with each of the basis functions.
Figure 2 emphasizes the description of the multiple
spawning aspects of the nuclear dynamics. It does not
provide a good sense of the fact that, in AIMS, the
electronic Schrödinger equation is being solved simulta-
neously; therefore, the PESs and their gradients are only
known at a few points at any given time.

EthylenesParadigm for Photoinduced
cis-trans Isomerization
The textbook picture of photoinduced cis-trans isomer-
ization19 is largely based on torsion as the reaction
coordinate. Torsion is favored on the excited electronic
state because of both electronic kinetic energy and Cou-
lombic repulsion effects. Importantly, the energy gap
between the lowest singlet excited electronic state and the
ground state at a rigidly twisted geometry is greater than
1 eV in ethylene. This remains true even if one allows for
relaxation of C-H bond lengths and ∠HCH bond angles
and for any reasonable electronic structure method, e.g.,
complete active space self-consistent field20 (CASSCF),
multireference configuration interaction (MRCI), or per-
turbation-theory corrected CASSCF21 (CASPT2). The dif-
ficulty with this finding in the context of the conventional
photochemical mechanism is that the electronic relaxation
in small conjugated molecules is known to be very fast,
on the order of a few hundred femtoseconds. However,
the rate of electronic curve crossing in the presence of
such a large gap (greater than 1 eV) would certainly exceed
picosecond time scales. Of course, the large S0/S1 gap after

torsional relaxation does not preclude a smaller gap after
further relaxation. As one might anticipate from the
foregoing discussion, there is a conical intersection in-
volved at a geometry that requires further distortion of
the molecule. Our previous AIMS simulations have shown
that the electronic quenching is complete in somewhat
less than 200 fs and that a minimal model for the
photoisomerization mechanism must include both torsion
and pyramidalization (sp3 hybridization) about one of the
carbon atoms.14,22-24 These two distortions figure promi-
nently in the minimal energy conical intersection (MECI)
geometry of ethylene.

Pyramidalization reflects the stabilization of a zwitte-
rionic H22CdCH+ structure that is strongly reminiscent of
the “sudden polarization” ideas advanced by Salem.25

However, the “suddenness” is not particularly important
here, and it was not previously recognized that the
minimal energy point on S1 was a conical intersection.
The charge-transfer character involved in the excited-state
dynamics is clearly evident in Figure 3, where we show
the natural orbitals of the electronic wave function (MRCI)
along the center of a representative trajectory basis
function. Furthermore, the electronic character switches
from zwitterionic to covalent and back again during the
dynamics. The PESs shown in the left panel of Figure 4
make the origin of this behavior clear; the excited-state
surface has four symmetry-equivalent wells corresponding
to pyramidalization up or down for the left or right carbon
atom (only two of these wells, corresponding to pyrami-
dalization of the left and right carbon atoms, are shown
because of graphical constraints). Figure 4 shows adiabatic
potential energy surfaces, and consequently, the electronic
character can be different at different points along the
excited-state surface. In comparison with Figure 3, one
can determine that the electronic character is charge-
transfer-like (doubly occupied orbital localized on one of
the carbon atoms) near the twisted and pyramidalized
geometries that characterize the excited-state “minima”,
while the electronic character is more like a single
excitation (π f π*) in the Franck-Condon region.

In the right panel of Figure 4, we show the effect of a
surrounding point charge. Because the pyramidalized
carbon atom is negatively charged, a surrounding positive
point charge biases the photochemical mechanism such
that pyramidalization about the carbon closest to the
point charge is favored. In the context of ethylene, this is

FIGURE 2. Schematic description of the multiple spawning method. The nuclear wave function is represented as a superposition of Gaussian
wave packets, and the basis set increases as nonadiabatic regions are encountered (like the conical intersection shown here). The Gaussian
basis functions follow classical trajectories. The population (indicated schematically by the heights of the Gaussian wave packets) is transferred
between trajectory basis functions by the solution of the nuclear Schrödinger equation, which couples all of the basis functions. In the AIMS
method, the potential energy surfaces are calculated simultaneously with the dynamical evolution, as needed.
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not particularly fruitful; the final products resulting from
pyramidalization of the left and right carbon atoms are
indistinguishable. However, such is no longer the case
when the ethylene molecule is appropriately substituted
or, more importantly, when there are multiple bonds
about which isomerization can occur.

A critical reader might ask at this point whether there
is any evidence that the AIMS procedure is sufficiently
accurate. Certainly, there are approximations that might
be important in certain cases. For example, there is limited
accounting of wave packet spreading because the nuclear
basis functions are of the frozen Gaussian form. Spreading
of the wave packet can be described by population
transfer between basis functions on the same electronic
surface, and such effects are observed. However, a com-
plete description of this effect would require very large
nuclear basis sets. Similarly, the electronic structure
treatment itself is necessarily less accurate than what
could be employed in locating stationary points such as
excited-state minima or MECI geometries. For this reason,
it is important to note that we use an iterative procedure
for AIMS simulations where the dynamics at a given level
of theory is validated by characterization of the potential
energy surfaces using a higher level of theory. The best
quantitative assessment of the expected accuracy of the
method is thus obtained by direct comparison to experi-
ments. We do not go into details here but simply point
out some previous results.

The AIMS results for photoisomerization of ethylene
have been compared to pump-photoionization probe
measurements to arrive at a predicted signal lifetime14 of
30 fs, compared to the experimentally observed26 30 ( 15
fs. In this case, it was particularly important to model the
experimental signal directly, because the observed lifetime
does not correspond to the time when the wave packet is
on the S1 excited state (the wave packet leaves the
ionization region while still on the S1 excited state). We
have also exploited the fact that nuclear wave functions
are available in AIMS to compute electronic absorption
spectra of ethylene, again in good agreement with the
experiment.27,28 Further comparisons for other molecules
have been described in the literature, and more are
underway. Finally, we have investigated the ground- and
excited-state PESs of ethylene using more accurate elec-
tronic structure methods including dynamic electron

correlation effects23,28 The essential features of the PESs
as emphasized above are robust to improvements in the
quantum chemical treatment.

The further question that one is naturally inclined to
ask is whether the importance of the charge-transfer state
and pyramidalization of a carbon atom are generic in
photoisomerization or whether these are instead specific
to ethylene. Investigation of a variety of other isomerizing
molecules such as stilbene and the GFP and PYP chro-
mophores supports the idea that these are generic
features.29-31 One notable difference is that the absolute
minimum on the lowest singlet excited state is not a
conical intersection in these cases, as it is in ethylene. This
has significant consequences as detailed for GFP chro-
mophore below. Furthermore, calculations of MECI ge-
ometries in retinal show no evidence for pyramidaliza-
tion.32 Nevertheless, charge transfer is also an important
component of the electronic states involved at the MECI
in retinal. The coordinate that tunes the energy of the
charge-transfer state in retinal is CdN stretching instead
of pyramidalization. This can be expected on chemical
grounds; the important feature for all of the isomerizing
molecules that we have discussed is that access to a
charge-transfer state is required to reach low-energy
conical intersections connecting the ground and excited
states. When heteroatoms are present, it is not surprising
that the preferred distortion that accomplishes stabiliza-
tion of the charge-transfer excited state is no longer
pyramidalization of a carbon atom but instead involves
relative motion of atoms with differing electronegativity.

The connection between charge-transfer states, MECI
geometries, and surrounding point charges is also made
clear by searching for MECIs in a retinal analogue in the
presence of the Cl- anion. The results are shown in Figure
5, for two MECIs involving twisting about the C11dC12 and
C13dC14 bonds. The Cl- counterion follows the isomer-
ization, or equivalently, if the Cl- counterion were fixed,
it would bias the excited-state reaction path to twist about
the closest isomerizable bond. Indeed, inspection of the
X-ray structures for bR33 and rhodopsin34 indicates in both
cases the presence of two ionized residues, not involved
in salt bridges, near the retinal chromophore: Asp85/
Asp212 and Glu113/Glu181 for bR and rhodopsin, respec-
tively. In both proteins, one of these (Asp85/Glu113) is
closest to the proton of retinal (mediated by a hydrogen-

FIGURE 3. Snapshots of the π and π* natural orbitals during a representative AIMS simulation of ethylene photodynamics. The occupation
number (rounded to the nearest integer) of each orbital is indicated by the arrows on the energy level diagram to the left of each snapshot.
The intramolecular electron-transfer character of the excited-state dynamics is evident as well as the pronounced pyramidalization about
one of the carbon atoms.
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bonded crystallographic water molecule in bR) and the
other (Asp212/Glu181) is closest to the bond about which
retinal photoisomerizes (C13dC14 in bR and C11dC12 in

rhodopsin). One can speculate that one of the ionized
residues plays a role as a counterion for the protonated
Schiff base and that the other plays a role in tuning bond

FIGURE 4. Ground- and excited-state potential energy surfaces for isolated ethylene (top) and ethylene in the field of a point charge (bottom),
computed with a state-averaged CASSCF(2/2) wave function. The photoisomerization mechanism is schematically indicated with arrows and
in both cases involves twisting about the CdC bond and pyramidalization of one of the carbon atoms. Positive and negative pyramidalization
angles indicate pyramidalization of the left or right carbon atoms, respectively. The presence of a positive point charge (3 Å away from the
left carbon atom) leads to stabilization of one of the charge-transfer states and biases the photoisomerization mechanism such that the left
carbon atom is more likely to pyramidalize.

FIGURE 5. Optimized S1/S0 MECI geometries for a retinal chromophore analogue surrounded by a Cl- point charge (magenta). The SA-2-
CASSCF(10/10) method was used with a 6-31G* basis set. Bond lengths (Å) are shown, with the bond length and dihedral angle associated
with the isomerized bond in bold. Notice that the lowest energy MECI is twisted about the bond closest to the Cl- anion.
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selectivity. Interestingly, the dark-adapted form of retinal
in rhodopsin is 11-cis, implying that isomerization would
occur around C11dC12 even in the absence of a tuning
charge. Nevertheless, the surrounding ionized residue is
predicted to accelerate the reaction and enhance the
quantum yield for isomerization.

“Nearly” Ab Initio Multiple Spawning
To investigate the role of condensed phase and/or protein
environments in photoisomerization dynamics, it is cur-
rently necessary to invoke some approximations beyond
those in AIMS. Specifically, we must be able to compute
ground- and excited-state PESs many times if we are to
follow the dynamical evolution. It is not currently feasible
to calculate the excited-state energy of a protein for even
a single geometry with ab initio methods, much less the
many thousands that are necessary for AIMS. To extend
our simulations beyond isolated molecules, we use a
combination of reparametrized multireference semiem-
pirical and hybrid quantum mechanical/molecular me-
chanical (QM/MM) methods. Semiempirical methods,
such as AM1,35 have a long history in chemistry but have
primarily been parametrized and used for ground elec-
tronic states. These methods use minimal valence basis
sets, neglect some of the two-electron integrals, and
parametrize other integrals. However, they retain a wave-
function-based picture, and thus, it should not be surpris-
ing that many concepts from ab initio quantum chemistry
are applicable. For example, the multireference character
of the electronic wave function is necessary for accurate
depiction of the PESs around conical intersections because
there are at least two electronic states that are exactly
degenerate at these points. Thus, we use a modified
semiempirical method that is intended to mimic state-
averaged CASSCF as closely as possible. Static electron
correlation (near-degeneracy) effects are thus treated
directly. The parametrization of the integrals is adjusted
by direct comparison to ab initio methods for a given
molecule. If it is possible to model the effects of dynamic
electron correlation through the semiempirical param-
etrization, this procedure can be expected to be quite
accurate. In a number of molecules, we have found this
to be the case. Our work thus far has adjusted the
parameters for each different molecule, but we are also
investigating the degree to which transferability can be
achieved. An example of the kind of accuracy that can be
achieved with few ab initio data points (electronic excita-
tion energies at S0 minima and relative energies of S1/S0

MECIs) is shown for the neutral form of the GFP chro-
mophore in Figure 6. The improved semiempirical method
is significantly closer to the ab initio CASPT2 results
(which include both static and dynamic electron correla-
tion effects) than state-averaged CASSCF. At the same
time, the semiempirical method is at least an order of
magnitude less computationally expensive than the CASS-
CF method (and more than 2 orders of magnitude less
costly than CASPT2).

The QM/MM decomposition has been introduced
nearly 3 decades ago36 and has seen renewed interest in

the last 10 years.37 We will not go over the method in any
great detail but simply state that the idea is to exploit the
locality that is often observed in chemistry. In the case of
photochemistry, there is usually a relatively small mol-
ecule (or part of a molecule) that is directly involved in
the electronic excitation. If the influence of the surround-
ings is primarily described as a combination of steric and
electrostatic effects, it can be modeled with an empirical
force field such as CHARMM38 or AMBER.39 The chro-
mophoric part of the molecule can then be modeled
quantum mechanically, with either an ab initio or semiem-
pirical wave function.

GFP ChromophoresInfluence of Aqueous
Solvent
We have implemented the reparametrized multireference
semiempirical method within a QM/MM context and
interfaced this with multiple spawning dynamics.29,40,41 We
turn now to an example that illustrates the role of aqueous
solvent, a disordered polarizable environment. We have
carried out “nearly” AIMS simulations (using the improved
semiempirical and QM/MM methods to generate the PESs
and their couplings in place of more costly ab initio
methods) of the excited-state dynamics in the neutral form
of GFP chromophore (see the inset to Figure 6) after
photoexcitation to the S1 state. As mentioned in the
Introduction, this chromophore is known not to fluoresce
significantly in solution environments. However, the
lifetime for fluorescence decay has been measured using
ultrafast spectroscopy, and the dominant component was
found to be 70 fs.42

In Figure 7, we show the results of “nearly” AIMS
dynamics for the population on the excited electronic state
in both the isolated molecule and in an aqueous environ-
ment (microsolvated cluster of 151 water molecules mod-

FIGURE 6. Comparison between reparametrized multireference
semiempirical (‚‚‚) S0 and S1 PESs along S1-coordinate-driving paths
(optimizing all coordinates except for the indicated torsion angle on
the S1 PES) with the corresponding PESs from SA-2-CAS(2,2) (s)
and CASPT2 (- - -). The semiempirical and CASSCF paths are
optimized separately. The CASPT2 results are obtained along the
CASSCF-optimized paths. The zero of energy is in all cases chosen
to be the S0 minimum at the respective level of theory.
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eled with the SPC43 force field). The difference in the
excited-state lifetime is quite dramatic, with the aqueous
environment accelerating the return to the ground state
by at least an order of magnitude. This should not be
unexpected in view of the comments made above. A
polarizable environment can play the same role as a
discrete charge in stabilizing the charge-transfer state and
thus enabling access to the MECI that controls excited-
state decay. This is shown in Figure 8, where we compare
the ground- and excited-state energies at the minima on
S0 and S1 and the S0/S1 MECI. Most important to note is
that the S0/S1 MECI becomes the absolute minimum on
S1 upon solvation, while this MECI is roughly 0.3 eV above
a twisted S1 minimum in the isolated molecule. While one
might be tempted to point out that the isolated molecule
behaves more like the protein-bound chromophore than
the solvated chromophore, this should be avoided. Al-
though the excited-state lifetime is longer in both protein
and vacuum compared to aqueous solution, the isolated
chromophore will not fluoresce at all in the energy region
where GFP fluoresces because the S1 minimum is twisted.
Note the S0/S1 gap at the S1 minimum, which is 0.7 eV,
corresponds to emission in the infrared (1.8 µm). The
fluorescent geometry in the protein environment is almost
certainly a planar form of the chromophore. It remains
to be determined whether electrostatic effects also play a
role in the stabilization of such a planar form and to what
extent they also stabilize or destabilize the MECI, which
would quench fluorescence.

Summary and Future Outlook
We have shown that a charge-transfer state forms the
“doorway” to efficient radiationless decay in cis-trans

isomerization. Thus, the outcome of the isomerization
process can be controlled by tuning the surrounding
electric field. We were able to understand this process in
detail using the AIMS method, which avoids any precon-
ceptions about the ground- and excited-state PESs and
solves the nuclear and electronic Schrödinger equations
simultaneously. Using QM/MM and reparametrized mul-
tireference semiempirical methods, we showed that it is
possible to model excited-state dynamics for large chro-
mophores in solvent and protein environments. One
should be able to begin designing optomechanical systems
using the insights that we have gained concerning the
isomerization process. The ideal place to begin is by
redesigning existing photoactive proteins. For example,
one could predict mutations in GFP that would quench
or enhance fluorescence. Alternatively, one could imagine
mutated forms of bR that would isomerize about a
different bond than usual. Looking further into the future,
one could construct and introduce nonnatural amino
acids that would create a dipolar field upon photoexci-
tation. If these were addressable separately from the
chromophore (absorbing at different wavelengths), se-
quences of pulses could be designed that would lead to
multifunctional behavior. Because of the flexibility of AIMS
and the QM/MM extensions, we believe that purely
computational design is now possible (provided that the
mutations are not so severe as to render the folding of
the protein questionable). It remains to prove this by

FIGURE 7. Excited-state population as a function of time for the
neutral form of the GFP chromophore in vacuum (red) and micro-
solvated aqueous (blue) environments. The dotted lines refer to
individual runs, and the dark lines represent the averaged behavior.
Aqueous solvation dramatically decreases the excited-state lifetime. FIGURE 8. Effect of aqueous microsolvation on the energies (in

eV) of important geometries in the photoisomerization of the neutral
form of GFP chromophore. For the isolated chromophore, the twisted
S1 minimum geometry is distinct from the S0/S1 MECI and roughly
0.3 eV lower in energy. However, the S0/S1 MECI becomes the
absolute minimum on S1 after solvation.
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example, and work along these lines is currently under-
way.
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